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Abstract: Artificial Neural Networks (ANN) have been widely used for forecasting purposes in various fields of 

science and engineering, economics, finance etc. This paper studies the Artificial Neural Networks based forecasting of 

Indian gold prices using three learning algorithms, namely, Standard Back Propagation (SBP), Back Propagation with 

Bayesian Regularization (BPR) and Levenberg-Marquardt (LM) algorithm. The performance of these three learning 

algorithms is compared using the statistical measures. The study found that the Levenberg-Marquardt learning 
algorithm based Artificial Neural Network model outperforms the other two learning algorithms based Artificial Neural 

Network Models in forecasting the Indian Gold prices. 
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I. INTRODUCTION 

 

India is the largest consumer of gold in the world. Gold 

holds religious and cultural importance in the lives of the 

Indians. It forms an important part of all the major 
festivities. At the same time, gold is also regarded as an 

important investment option as it is believed to be a 

reliable hedge in times of financial turmoil. Thus, prior 

forecast of the gold prices would immensely help the 

people in making intelligent investment decisions and 

would save them from the risk of losing on their market 

investments. Artificial neural networks are very versatile 

tools and have been widely used to tackle many issues [1-

6]. 
 

In the recent past, the ANNs have been widely used for 

forecasting purposes.  ANN can be viewed as a 

mathematical model or computational model that is 

inspired by the structure or functional aspects of biological 

neural networks. Neural networks are designed to extract 

existing patterns from noisy data. The procedure involves 

training a network (training phase) with a large sample of 
representative data, after which one exposes the network 

to data not included in the training set (validation or 

prediction phase) with the aim of predicting the new 

outcomes [7]. The interest in neural networks comes from 

the networks‟ ability to mimic human brain as well as its 

ability to learn and respond. As a result, neural networks 

have been used in a large number of applications and have 

proven to be effective in performing complex functions in 

a variety of fields [8]. 
 

Neural Networks have also been used to forecast the gold  

prices. But the forecasting efficiency of the ANNs depends 

upon the choice of the learning algorithms used to train the 

artificial neural networks. This paper discusses three 

learning algorithms- Standard Back Propagation (SBP),  

 

 

 

Back Propagation with Bayesian Regularization (BPR) 

and Levenberg-Marquardt (LM) algorithm. These 

algorithms are compared for their capability to predict 
Indian gold prices accurately. 

 

II. ARTIFICIAL NEURAL NETWORKS 

 

 Artificial Neural Networks (ANN) are non linear models 

that have the potential of being used as effective 

forecasting tools in a large number of application areas.  

 
Fig. 1.  Structure of MLPN. 

 

The multilayer perceptron network (MLPN) model (also 

known as multilayer feed forward network) is chosen as 

the neural network architecture for modeling the Indian 

gold prices. These networks generally have one input 

layer, one or more than one hidden layers and one output 
layer. The number of layers and the number of units in 

each layer determine the functional complexity [9]. The 

nodes in each layer are connected to every node in the 

upper layer. The interconnection strengths between the 
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nodes are termed as weights. A training algorithm is then 

used to set the network‟s weights in order to minimize the 

difference between the actual output and the target values 

produced by the network. 

 

III. NEURAL NETWORK LEARNING 

ALGORITHMS 

 

The neural network learning algorithms play an important 

role in building an efficient forecasting model. An 

appropriate topology may still fail to give a better model, 
unless trained by a suitable learning algorithm. An 

appropriate learning algorithm would not only shorten the 

training time but would also produce more accurate 

results. These will tend to minimize the prediction errors 

of the networks. Thus, appropriate training of the networks 

is an important trait of the ANNs. During the training 

process of the network, data is iteratively presented to the 

network, so that the network can integrate within its 

structure, the knowledge gained from this repeated 

training. A number of training algorithms are available for 

training the Multi Layer Perceptron Network [10]. 
 

Studies indicate that the relative performance of learning 

algorithms depends on the characteristics of the problem. 

This study makes use of three learning algorithms to train 

the Artificial Neural Network model built to forecast the 

Indian gold prices. A comparative analysis is then carried 

out to identify the best one, the one which trains the 

network most efficiently and gives minimum forecasting 

error. The three learning algorithms used in the study are 

briefly described below: 

 

A. Standard Back Propagation 
In Standard Back Propagation learning algorithm, the 

weights are iteratively updated to map X=(x1, x2, 

x3,…….,xp) to Y=(y1,y2,y3,……..yp) where X is a set of 

input vectors and Y is a set of output vectors [11]. This is 

done by multiplying the set of input vectors with the 

corresponding weight values to obtain weighted input. The 

weighted inputs are then summed up and the output is 

generated using the following equations: 
 

𝑦𝑝 = 𝑓(𝑊𝑜ℎ𝑝 + 𝜃0) 
 

where  ℎ𝑝 = 𝑓(𝑊ℎ𝑥𝑝 + 𝜃ℎ) 

where Wo is the output weight matrix 
Wh is the hidden layer weight matrix, 

hp is a vector that represents for pattern „p‟, the response of 

hidden layer, 

θh denotes the bias for the hidden layer, 

θo represents the bias for the output layer, 

f(.) represents the sigmoid activation function. 

 

The SBP algorithm involves minimizing the cost function 

defined as sum of squared error by the following function: 
 

𝐸 =
1

2
  (𝑡𝑝

𝑝

− 𝑦𝑝)𝑇(𝑡𝑝 − 𝑦𝑝) 

where tp represents the target output vector for the given 

pattern „p‟. 

The connection weights between the neurons are adjusted 

using the gradient descent algorithm. If w represents the 

weight vector, then at t-th epoch, the value of the weight 

vector w will be given by the following equation: 
 

∆𝑤𝑡 = −𝜂∇𝐸 𝑤) 𝑤 = 𝑤(𝑡 + 𝛼∆𝑤𝑡−1 
 

Where 𝜂 represents the learning rate and it controls the 

incremental step size of the iterations. 

α represents the momentum factor. The convergence in 

case of large scale problems depends on the choice of both 

the 𝜂 and α values. 

 

B. Bayesian Regularization (BPR) 

This learning algorithm was proposed by MacKay. This 

algorithm is based on the principle of regularization which 
ultimately improves the generalization ability of a network 

which generates small errors not only for in- sample data 

but also for out- of -sample data [12]. The regularization 

principle involves constraining the magnitude of network 

parameters by restricting the size of biases and weights to 

small values. As a result, the output generated by the 

network is smoother with lesser chances of overfitting of 

data [13]. The cost function in this learning algorithm is 

defined by the following function: 
 

F = γ Ed + (1− γ) Ew 
 

where Ed is same as the cost function E, defined in the 
Standard Back Propagation learning algorithm. 
 

Ew =  𝑤2   ||/  2 
 

Ew represents the summation of squares of parameters of 

the network. 

γ is the performance ratio parameter. Its value determines 

the emphasis of training on regularization. A relatively big 

value of γ will result in smaller error Ed values. On the 

other hand, a smaller value of γ will result in reduction of 

sizes of parameters but to a bigger error value. The 

resulting network response will hence be smoother. 

 

Using the Bayesian framework approach, the optimal 
regularization parameters can be automatically determined 

[14].  The Bayesian framework approach assumes 

probability distribution. This distribution is assumed over 

a weight space. Initially, this space is initialized to a prior 

distribution. Then for the weight p(w | D, γ, M), then 

posterior probability distribution is given by the Bayesian 

rule as 
 

 𝑝 𝑤 𝐷,𝛾, 𝑀)  =
𝑝(𝐷 |𝑤, 𝛾,𝑀) 𝑝(𝑤|𝛾 ,𝑀)

𝑝(𝐷 | 𝛾, 𝑀)
 

 

Where 𝑝(𝐷 | 𝛾, 𝑀) represents the likelihood function, 

𝑝(𝐷 | 𝛾,𝑀) represents the normalization factor, 

𝑝 𝑤 𝛾 , 𝑀  represents the prior distribution. 

 

The optimal weight in Bayesian framework maximizes the 

posterior probability. The following Bayesian rule is used 

to optimize the value of γ: 
 

 𝑝 𝛾 𝐷, 𝑀)  =
𝑝(𝐷|𝛾, 𝑀) 𝑝(𝛾|𝑀)

𝑝(𝐷 | 𝑀)
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C. Levenberg-Marquardt (LM) Algorithm 

The LM algorithm is one of the most appropriate higher-

order adaptive algorithms known for minimizing the errors 

of a neural network. It is a member of a class of learning 

algorithms called „„pseudo second order methods.”  
 

Standard gradient descent algorithms use only the local 

approximation of the slope of the performance surface 

(error versus weights) to determine the best direction to 

move the weights in order to lower the error. Second-order 

methods use the Hessian or the matrix of second 

derivatives (the curvature instead of just the slope) of the 

performance surface to determine the weight update, while 

pseudo second order methods approximate the Hessian. In 
particular the LM utilizes the so-called Gauss-Newton 

approximation that keeps the Jacobean matrix and discards 

second-order derivatives of the error.  

 

Mathematically, Levenberg-Marquardt algorithm 

minimizes the error functions [15] of the form, 
 

E=1/2  𝑘(𝑒𝑘)2 = 1/2||𝑒||2 
 

where ek represents the error in the pattern k, 

e represents an error vector with ek as its element. 
 

In case of small difference between two successive weight 

vectors, then e can be expanded using the Taylor series as: 
 

𝑒(𝑗+𝑖)= e(j)  +  δ ek  / ∂w i
(w j+1 − w j  ) 

 

The error function can then be defined as: 
 

E=1/2 || e(j)  +  δ ek  / ∂w i
((w j+1 − w j  ))||2 

 

On minimizing the error function, the weight vector is 

then given by: 
 

𝑤(𝑗+1) = 𝑤(𝑗) − (𝑍𝑇𝑍)−1𝑍𝑇𝑒(𝑗) 
 

where (𝑍)𝑘𝑖 ≡ 𝜕𝑒𝑘
/𝜕𝑤 𝑖

 

 

To ensure that the linear approximation is validated, the 

error function in the Levenberg-Marquardt algorithm is 

modified as 
 

E=1/2||e(j)  +  δ ek  / ∂w i
( w j+1 − w j   )||2 +

                λ w j+1 
 − w j ||

2 
 

λ denotes the step size. 

 

On minimization, the modified error in the LM algorithm 

with respect to w j+1  becomes 
 

𝑤(𝑗+1) = 𝑤(𝑗) − (𝑍𝑇𝑍+𝜆𝐼)−1𝑍𝑇𝑒(𝑗) 

 

A key advantage of the LM approach is that it defaults to 

the gradient search for large values of 𝜆 and to Newton 

method for small values of 𝜆. The LM algorithm combines 

the best features of the Gauss-Newton technique and the 

steepest-descent algorithm but avoids many of their 

limitations. In particular, it generally does not suffer from 

the problem of slow convergence [16]. 

IV. DATA AND METHODOLOGY 
 

The study used historical Indian gold prices from Multi 

Commodity Exchange (MCX) of India for developing the 
ANN models. Matlab 8.0 was used for developing the 

ANN models. The input data consisted of daily closing 

prices of Gold. Data covering the period from January 3, 

2007 to December 31, 2015 was used for the study. 
 

TABLE I: DESCRIPTIVE STATISTICS OF THE GOLD PRICE 

DATA UNDER STUDY 
 

Descriptive Statistics Value 

Average 20971.74 

Standard Deviation 7583.54 

Skewness -0.22 

Excess-Kurtosis -1.46 

Median 21710 

Min Value 8525 

Max Value 32943 
 

A three-layer structure MLP (one input layer, one hidden 

layer, and one output layer) was selected with hyperbolic 

tangent (tanh) transfer function for hidden layer and linear 

transfer function for output layer. 67% of the data was 

used for training the network, and the remaining 33% of 

data was used for testing. Networks were trained for a 

fixed number of epochs. The optimal number of hidden 
neurons was obtained experimentally by changing the 

network design and running the training process several 

times until a good performance was obtained. A random 

number generator was used to assign the initial values of 

weights and thresholds with a small bias as a difference 

between each weight connecting two neurons together 

since similar weights for different connections may lead to 

a network that will never learn. Using three different 

learning algorithms, namely, Standard Back Propagation, 

Bayesian Regularization and Levenberg-Marquardt 

algorithms, three different Artificial Neural Network 
models were developed. The monthly gold prices for the 

year 2015 were forecast using the all the three ANN 

models. The performance of the three ANNs was 

compared using the statistical measures.  

 

V. COMPARATIVE STUDY OF THE ARTIFICIAL 

NEURAL NETWORK MODELS USING DIFFERENT 

LEARNING ALGORITHMS 
 

The ANN algorithm to forecast the Indian Gold closing 

prices is trained using the three different learning 

algorithms under study- Standard Back Propagation, 

Bayesian Regularization and Levenberg-Marquardt 

algorithms under the same set of conditions. The 

performance of the ANNs using the learning algorithms is 

compared using the widely used statistical measures, 

namely, Mean Absolute Error (MAE), Normalized Mean 
Square Error (NMSE), Correct Down Trend (CDT), 

Correct Up Trend (CUT).  These metrics are calculated as 

follows: 

MAE [17[18][19][20]=
1

N
  xk − x^k  

where x is the actual value and x^k  is the predicted value. 
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NMSE [17] [18]= 
1

σ2N
 (k xk − x^k)2 

CDT [21] =  
 dkk

 tkk
, dk = 1 if(x^

k − x^
k−1)<0, 

               (xk − xk−1)(x^
k − x^

k−1) ≥ 0; 

                 dk  = 0, otherwise. 

 tk  =1 if (xk - xk-1) <0, 

               tk =0, otherwise . 

CUT [21] =  
 dkk

 tkk
, dk = 1 if(x^

k − x^
k−1)>0, 

                  (xk − xk−1)(x^
k − x^

k−1) ≤ 0, 

     dk  = 0, otherwise. 

               tk  =1 if (xk - xk-1) >0, 

              tk =0, otherwise.  
 

Smaller values of MAE and NMSE indicate higher 

accuracy. CDT and CUT performance metrics measure the 

accuracy of the predicted downward and upward trend, 

respectively. 
 

TABLE III:  COMPARATIVE ANALYSIS OF THE LEARNING 

ALGORITHMS 
 
 

Learning 

Algorithm 

applied to Neural 

Network Model 

Performance Metrics 

MAE NMSE CDT CUT 

Standard Back 
Propagation 

0.0058 0.653 79.24 80.23 

Bayesian 
Regularization 

0.0049 0.349 85.12 84.68 

Lambert -
Marquardt (LM) 

0.0038 0.231 89.58 87.49 

 

The results obtained clearly depict that the Levenberg-
Marquardt (LM) learning algorithm has the smallest 

Normalized Mean Square Error (NMSE) value of 0.231 

and Mean Absolute Error (MAE) of 0.0038.  
 

The LM algorithm also gives highest accuracy of the 
predicted downward and upward trends with accuracy 

levels upto 89.58 and 87.49 respectively. This implies that 

the Indian gold prices can be best predicted by training the 

Artificial Neural Network using the Levenberg-Marquardt 

(LM) algorithm. 

 

 
Fig. 2.  Comparative graph showing the predicted Neural 

Network output obtained by training the ANNs using LM 

algorithm with the actual gold. 

 
Fig. 3.  Comparative graphs showing the predicted Neural 

Network output obtained by training the ANNs using BR 

algorithm with the actual gold. 

 

 
Fig. 4.  Comparative graphs showing the predicted Neural 

Network output obtained by training the ANNs using SBP 

algorithm with the actual gold. 

 

Figures 2, 3 and 4 depict the comparative graphs showing 

the predicted Neural Network output obtained by training 

the ANNs with Levenberg-Marquardt (LM) algorithm, 

Bayesian Regularization (BR) and Standard Back 

Propagation (SBP) algorithms. 

 

VI. CONCLUSION 

 
The results obtained using the published gold price data of 

MCX on the performance of the three learning algorithms- 

SBP, BPR and LM to predict the Indian Gold prices have 

been presented in the paper. The main aim of the study 

was to study the impact of the learning algorithms on 

prediction of the prices in the Indian Gold market using 

Artificial neural Networks. When analyzing three different 

learning optimization algorithms, it was found that the 

Levenberg–Marquardt was superior compared to the tested 

set of Standard Back Propagation (SBP) and Back 

Propagation with Bayesian Regularization (BPR) 
algorithms.  
 

Thus the prediction accuracy of the Indian gold prices can 

be considerably enhanced by proper choice of the learning 

optimization algorithm while training the Artificial Neural 

Network. 
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